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Abstract—The problem of finding connected components in a graph is common to several applications dealing with graph analytics, such as social network analysis, web graph mining and image processing. The exponentially growing size of graphs requires the definition of appropriated computational models and algorithms for their processing on high throughput distributed architectures. In this paper we present CRACKER, an efficient iterative algorithm to detect connected components in large graphs. The strategy of CRACKER is to iteratively grow a spanning tree for each connected component of the graph. Nodes added to such trees are discarded from the computation in the subsequent iterations. We provide an extensive experimental evaluation considering a wide variety of synthetic and real-world graphs. The experimental evaluation shows that CRACKER consistently outperforms state-of-the-art approaches both in terms of total computation time and volume of messages exchanged.

I. INTRODUCTION

The world is becoming more and more interconnected: humans, computers, various types of devices and the information they share are going to be always on, namely always active and reachable. Such web of connections fosters both stable and ephemeral forms of intercommunications, that are changing our lives and the way in which we interact one each others, far beyond our comprehension. In fact, these interactions consist in relations among interconnected entities, that are usually represented as graphs. Graphs, whose size is huge: consider, for instance, the Web graph (Common Crawl provides 3.5 billion pages with 128 billion hyperlinks [1]), Linked Open Data datasets (LOD2 project indexes for 5.7 billion triples/edges [2]) or Facebook and Twitter social networks (1.35 billion and 284 million monthly active users). As the size of graphs increases over time, it has become infeasible to rely on classic solutions for their processing, assuming that the computation is performed by a sequential or a shared-memory parallel machine. The amount of memory required to store graphs of such size is far beyond the capabilities provided by a single, even highly-performant, machine. As a consequence, it is of paramount importance to design efficient solutions, specifically designed for distributed computing architectures. In this context, approaches based on the High Level Distributed Programming [3], [4], [5], like the MapReduce paradigm are very popular, as they allow to exploit large clusters of commodity hardware. We focus on the problem of finding Connected Components (CC) in large graphs. The discovery of CCs is a fundamental building block for graph analytics in several contexts: image clustering [6], recommendation algorithms [7], community detection [8], analysis of structure and evolution of on-line social networks [9], information diffusion [10] and many others. In this work, we propose CRACKER, a novel algorithm for the discovery of connected components in large graphs, targeting distributed computing architectures. CRACKER is a distributed iterative algorithm, designed according to the MapReduce paradigm. The strategy of CRACKER is to iteratively build a spanning tree for each connected component of the graph. Nodes being added to the spanning trees are then discarded from the computation in the subsequent iterations. Upon termination, each resulting spanning tree drives the propagation of an id identifying the CC among the nodes that belong to the same CC. By reducing the number of nodes involved during each iterations, CRACKER drastically reduces both the total computation time and the volume of information exchanged. The CRACKER algorithm has been implemented over the Apache Spark framework [11] as it supports fast memory-based MapReduce computations. We already used Apache Spark in the past [12], as it proved to be an effective tool for graph analytics. To conduct a fair comparison, we implemented over the same framework the most relevant state-of-the-art algorithms. We evaluated CRACKER on many synthetic and real-word datasets. Results show that CRACKER out-performs competitor algorithms on every dataset. The best competitor of CRACKER is always slower within a factor of 9% and 75%. The main contributions of this work are the following:

- we propose a new distributed algorithm for the discovery of connected components in large graphs named CRACKER; the algorithm exploits a novel node pruning strategy that allows to dramatically reduce its computational cost;
- we present an extensive experimental evaluation, conducted both on synthetic and real-world datasets, where CRACKER is compared against state-of-the-art algorithms; the analysis includes both computational and communication costs and also scalability with respect to graphs size and complexity; experimental evidence shows that CRACKER significantly improves over the state-of-the-art;
- to make our results reproducible we made publicly available the source code1 and the graph datasets2 used in this

1https://github.com/hpclab/cracker
2http://www.di.unipi.it/~lulli/project/cracker.htm
work.

The remainder of this paper is organized as the following. Section II discusses state-of-the-art approaches to CC discovery. Section III illustrates the CRACKER algorithm, and its experimental evaluation is provided in Section IV. Section V draws some final conclusions.

II. RELATED WORK

Finding connected components is a fundamental and well studied problem in graph analysis. When the graph fits in the memory of a single machine, a visit of the graph finds the connected components in linear time [13]. In the distributed setting, earlier solutions considered the PRAM model [14], [15]. However, even if it is possible to adapt these algorithms to current distributed frameworks, they often require impractical and not efficient implementations [16]. Many proposals dedicated to the problem of finding connected components have been designed for today’s distributed frameworks that support vertex-centric computations. In the following we provide a characterization of state-of-the-art approaches on the basis of their detection strategy, communication pattern and graph simplification.

Regarding the detection strategy, we distinguish between labelling and clustering approaches. The former requires to associate each node with the id of the CC it belongs to, which usually is the smallest id of the CC’s nodes, a.k.a., the id of the seed node. The latter requires in addition that at least one node in each CC knows the identifiers of all the other nodes in the same CC. Usually, Labelling is the most effective strategy in terms of information processed, but the CCs can be efficiently reconstructed by a post-processing step.

Communication patterns specify how nodes communicate to each other. A static pattern means that each vertex considers the same set of receivers at every iteration, which is usually the set of neighbours in the input graph. This pattern is straightforward to implement, however is characterized by a slow convergence to solution. More effective approaches employ a dynamic pattern, in which the set of recipient changes over time. This approach is usually more efficient, as the algorithm adds new connections among nodes of the graph with the aim of reducing the diameter of the CC and therefore speeding up convergence.

Graph simplification allows to perform node exclusion, namely the ability of excluding nodes from computation. Many state-of-the-art algorithms keep iterating the same vertex-centric computation on all nodes of the graph until convergence. In this way, a large number of vertices remains involved in the computation even if they do not provide useful information toward the final goal. For instance, a small CC could quit the computation as soon as it reached convergence without affecting the discovery of other connected components.

In 2009, Cohen [17] proposed an iterative MapReduce solution (which we refer to as ZONES) that groups connected vertices around the vertex with the smallest identifier. It employs a dynamic communication pattern based on the concept of zones. Initially, the algorithm constructs one zone for each vertex. During each iteration, each edge is tested whether it connects nodes from different zones. If this is the case, the lower order zone absorbs the higher order zone. When there are no zones to be merged, each zone is known to be a connected component. One of the drawbacks of this approach is that all edges are considered for computation during each iteration (no node exclusion), which results in slow convergence.

To speed-up the convergence, Seidl et al. [18] proposed an improved version of ZONES called CCMR. The rationale of CCMR is to add shortcut edges, to the original graph so to reduce the amount of iterations needed to spread the information about CCs. The CCMR algorithm, modifies the input graph during each iteration, until each connected component is transformed in a star-shaped sub-graph where all nodes are connected with the one having the smallest identifier. These improvements let CCMR to reduce the completion time with respects to ZONES.

Deelman et al. proposed an algorithm for connected components within the graph mining system PEGASUS [19]. They employ a static communication pattern, in which during every iteration each node communicates the smallest node identifier known so far to its neighbours. In turn, each node updates its knowledge with the received identifiers. The algorithm labels all nodes with the seed identifier in $O(d)$ MapReduce rounds, with $d$ the diameter of the largest connected component. Similarly, Rastogi et al. [16] proposed HASH-TO-MIN, a vertex-centric algorithm parametrized by an hashing and a merging function that determine the information travelling along the graph. The HASH-TO-MIN algorithm is based on clusterings. It iterates, as PEGASUS, by propagating the smallest node identifier, but in addition it also communicates the whole set of known nodes so to create new connections among nodes being at more than one hop distance.

In a recent paper, Kardes et al. [20] proposed a MapReduce-based algorithm named CCF. The algorithm is structured on two phases. The first one is similar to HASH-TO-MIN, but introduces some improvements that reduce the computation cost in spite of the number of MapReduce rounds. The second phase is an optimisation that reduces the amount of duplicated messages. They successfully experimented their algorithm on a graph with over 6 billion nodes. As far as we know, CCF is the only approach that employs the concept of nodes exclusions, although limited to the seed nodes. However, the impact is negligible as the number of seed nodes is usually much lower than the nodes of a graph. By comparison, CRACKER employs node exclusion in an extensive manner by processing only the relevant vertices, while discarding vertices that have no useful information to share.

III. THE CRACKER ALGORITHM

Let $G = (V, E)$ be an undirected graph where $V$ is a set of vertices uniquely identified by values in $Z$, and $E \subseteq V \times V$ is the set of edges. A connected component (CC) in $G$ is a maximal subgraph $S = (V^S, E^S)$ such that for any two vertices $u, v \in V^S$ there is an undirected path in $S$ connecting
them. We conform to the convention to identify each CC of the graph with the smallest vertex identifier in that component. The node having this identifier is named seed of the connected component.

The CRACKER algorithm achieves the identification of the CCs in two phases (outlined in Algorithm 1):

- **Seeds Identification**: CRACKER identifies the seed nodes of the graph, and iteratively builds a spanning tree for each CC, rooted in its seed; whenever a node is added to the spanning tree, it is excluded from computation in the subsequent iterations (see Alg. 1 lines 5–9).

- **Seeds Propagation**: propagates the seed id to all the nodes belonging to the CC by exploiting the spanning tree built in the previous phase (see Alg. 1 line 10).

In the following we describe in detail the two phases. The presentation is given adopting a vertex-centric computing metaphor: at each iteration the nodes of the input graph are processed independently and in parallel.

### A. Seeds Identification

The basic idea of the seeds identification phase is to iteratively reduce the graph size by progressively pruning vertices until only one vertex for each connected components is left, i.e., its seed. For instance, an isolated vertex can be immediately excluded from further processing, since it does not provide useful information for the discovery of the other CCs. Similarly, as soon as a CC is identified, it can be excluded from computation since it does not impact on the other CCs in the graph. When a vertex is removed, it contributes to iteratively build a spanning tree that, at the end of the algorithm, will exist a spanning tree for each connected component.

As shown in Algorithm 1, each node \( u \in G \) is initially marked as active, meaning that at the start all nodes participate to the computation. The seed identification is an iterative algorithm made of two steps. The first step, named Min Selection Step, aims at defining, for each node, if it is a potential seed by at least one of its neighbours. Given the undirected input graph \( G' \), an intermediate directed graph \( H^t \) is generated linking nodes to potential seeds. Subsequently, the goal of the Pruning Step is to remove from \( H^t \), and thereby deactivate, all the nodes that cannot be considered as seeds. A new undirected graph \( G^{t+1} \), smaller that \( G' \), is generated and used to feed the next iteration. The nodes that are deactivated during the Pruning Step grow a forest of covering trees \( T \) of the CCs in the graph. Synchronisation occurs implicitly after each step, as the output graph is available only after that every node as completed its computation. Eventually, the seeds remain the only active nodes in the computation. Upon their deactivation, the Seed Identification terminates and the Seed Propagation is triggered. The Seed Identification phase is exemplified in Figures 1 and detailed below.

### Algorithm 1: The CRACKER algorithm

**Input**: an undirected graph \( G = (V, E) \)

**Output**: a graph where every node is labelled with the seed of its CC

\[
\begin{align*}
& u, \text{Active} = \text{True} \quad \forall u \in G \\
& T \leftarrow (V, \emptyset) \\
& t \leftarrow 1 \\
& G^1 \leftarrow G \\
& \text{repeat} \\
& \quad H^t \leftarrow \text{Min Selection Step}(u) \quad \forall u \in G^t \\
& \quad G^{t+1} \leftarrow \text{Pruning Step}(u, T) \quad \forall u \in H^t \\
& \quad t \leftarrow t + 1 \\
& \quad \text{until } G^t = \emptyset \\
& G^* \leftarrow \text{Seed Propagation}(T) \\
& \text{return } G^* 
\end{align*}
\]

### Min Selection Step

In this step, CRACKER identifies nodes that are guaranteed to not be seed of any connected component (see Algorithm 2). This decision is taken locally at each node, given that the only knowledge available locally to each node is its neighbourhood. A node can be considered as a potential seed if it is a local minimum in the neighbourhood of some node. If a node is not a local minimum in any neighbourhood then it cannot be a seed. To identify such nodes, the information about the local minimum in its neighbourhood, denoted...
with $v_{\text{min}}$, is spread by each node to its neighbourhood.

Given the input graph $G^t$, a new directed graph $H^t$ is built having the same nodes of $G^t$ and new edges. The new edges are added as the following. For each node $u \in G^t$, the $v_{\text{min}}$ is selected as the node with the minimum $id$ from the set $NN_{G^t}(u) \cup \{u\}$ (see line 2 in Algorithm 2).

The node $v_{\text{min}}$ is then notified to all the neighbours of $u$ and to $u$ itself. This communication is materialised as the addition of new directed edges $(v \rightarrow v_{\text{min}})$ for every $v \in \{NN_{G^t}(u) \cup \{u\}\}$ (see line 4 in Algorithm 2). After all nodes in $G^t$ terminated the Min Selection Step, for each node $u \in H^t$ holds the following: (i) if $u$ is not a $v_{\text{min}}$ for any $NN_{G^t}(u)$, it has no incoming links; (ii) $u$ has an outgoing link to its $v_{\text{min}}$ and with the $v_{\text{min}}$ of every node in $NN_{G^t}(u)$.

Let us consider the example in Fig. 1. The directed graph $H^1$, generated in the first iteration after the Min Selection Step, includes, for instance, a direct edge from node 8 to node 5, which is its $v_{\text{min}}$ in the initial graph and from node 8 to nodes 3 and 2 which are the $v_{\text{min}}$ of its neighbours. The knowledge of node 8 about $G$ is improved with the knowledge of its neighbours.

**Pruning Step.** The main goal of this step is to exclude the nodes that are guaranteed to not be seeds and to add them to the propagation tree $T$. The pseudo code of the Pruning Step is presented in Algorithm 3.

At the start of the Pruning Step, each node recomputes $v_{\text{min}}$ considering $NN_{H^t}(u)$. Then, for every node $v$ in $NN_{H^t}(u)$ (except $v_{\text{min}}$), a new undirected edge linking $v$ with $v_{\text{min}}$ is added to the graph $G^{t+1}$ (see line 5). This makes sure that the nodes in $G^{t+1}$ are not disconnected in case $u$ is deactivated and not included in the graph $G^{t+1}$. If a node $u$ has not a self-link in $H^1$, it means that it is not considered as a local minimum by any other node, and therefore it is marked for exclusion from the computation (see line 9). The nodes marked for deactivation are inserted in the propagation tree $T$ (see line 10). Finally, if a node is recognised as a seed, which happens if it is still active but it is the only node in its neighbourhood $NN_{G^{t+1}}(u)$, then it is marked for deactivation to complete the Seed Identification phase.

**Algorithm 3: Pruning_Step$(u, T)$**

- **Input**: a node $u \in G$ and the propagation tree $T$
- **Output**: the updated propagation tree $T$

```
NN_{H^t}(u) = \{v: (u \rightarrow v) \in H^t\}

v_{\text{min}} = \min(\text{NN}_{H^t}(u))

\text{if } |NN_{H^t}(u)| > 1 \text{ then }

\text{for all the } v \in NN_{H^t}(u) \backslash v_{\text{min}} \text{ do }

\quad \text{AddEdge} ((v \leftrightarrow v_{\text{min}}),G^{t+1})

\text{end}

\text{end}

\text{if } u \notin NN_{H^t}(u) \text{ then }

\text{u.Active} = False

\text{AddEdge} ((v_{\text{min}} \rightarrow u),T)

\text{end}

\text{if } \text{IsSeed} (u) \text{ then }

\text{u.Active} = False

\text{end}
```

Now, let us consider again the example in Fig. 1. Nodes 4, 6, 7 and 8 are excluded from $G^2$ because they have not been chosen as $v_{\text{min}}$ of any node at the previous iteration. Those node are connected to their $v_{\text{min}}$ in the propagation tree $T$. Note also that $G^2$ preserves the connectivity of remaining vertices, and that this holds in general for every $G^t$. Finally, note that node 8 generated a link between nodes 3 and 2 which are at 4 hops distance in $G$. Indeed the CRACKER algorithm halves the distance among any two nodes at each step.

**B. Seed propagation**

A spanning tree for each component of the graph is incrementally built during the Pruning Step of the algorithm. When a vertex $v$ is excluded from the computation, a directed edge $(v_{\text{min}} \rightarrow v)$ is added to the tree structure $T$ (see Line 10 in Algorithm 3). Figure 2, which refers to the example presented in Fig. 1, shows the state of the tree for each iteration of the algorithm.

When the Seed Identification phase of the algorithm is completed, there exists for each CC a tree rooted in its seed node. Such tree is then used to propagate the seed identifier to all the nodes in the tree.

**IV. Experiments**

The experimental evaluation compares CRACKER against state-of-the-art solutions using both synthetic and real-world datasets. All the experiments have been conducted on a cluster running Ubuntu Linux 12.04 consisting of 5 nodes (1 master and 4 slaves), each equipped with 16 Gbytes of RAM and with a 4-core CPU supporting the Intel Hyper-threading technology. The nodes are inter-connected via a 1 Gbit ethernet network. We compared CRACKER against four other algorithms, which have been introduced in Section II: a) PEGASUS [19], as more efficiently implemented with the name of HASH-MIN in [16]; b) HASH-TO-MIN, an algorithm proposed by Rastogi et al. [16]; c) CCMR, a solution introduced by Seidl et al. [18]; d) CCF, an approach proposed by Kardes et al. [20]. We implemented CRACKER and all the other solutions using Apache Spark [11]. To conduct a fair comparison, all the algorithms have been implemented within the same Spark framework and without any particular code-level optimisation.

CRACKER has been implemented according to a MapReduce model. In the MapReduce paradigm, each job is defined by two higher-order functions: the Map and the Reduce. Generally speaking, the Map operation reads a partition of the input and generates a set of $(key, value)$ pairs. Several Maps are executed independently and in parallel. The Reduce
operation is applied to the set of generated records with the same key. Also in this case, several Reduce operations are executed in parallel to produce the final output. During the seed identification the \((key, value)\) records are organised such that the key represents the identifier of a vertex, and the value represents a neighbour. At the start, the records are initialised according to the source graph. The represented graph evolves during the computation by means of the \(addEdge\) operation. In particular, the \(addEdge\) at line 4 of Algorithm 2 is implemented as the generation during the Map phase of a record \(\langle v, v_{\text{min}} \rangle\); the one at line 5 of Algorithm 3 is the generation of two records: one \(\langle v, v_{\text{min}} \rangle\) and the other \(\langle v_{\text{min}}, v \rangle\). At the end of the Min Selection Step the set of generated records would represent what we called the \(H^f\) graph; whereas at the end of the Pruning Step it would represent the \(G^f\) graph.

The seed propagation has been implemented as a separate MapReduce job and starts once the seed identification phase terminates. In this phase, the records have the form \(\langle \text{vertex}, \{\text{seed, children}\} \rangle\). The children define the structure of the trees, and they are initially empty. They are updated during the seed identification phase, with the \(addEdge\) operation at line 10 of Algorithm 3. In the implementation this corresponds at the generation of a record \(\langle v_{\text{min}}, \{\emptyset, u\} \rangle\) to update the parent of \(u\).

The seed information is propagated from the seed node with a few MapReduce iterations. A node whose seed is set, propagates this information to all the children nodes. The number of iterations required is equal to the depth of the propagation tree.

In evaluating the performance of different algorithms, we considered some metrics.

**TIME**: measures the total time, expressed in seconds, from the loading of the input graph until the algorithm terminates; average over 10 runs are reported;

**STEPS**: measures the number of steps required by the algorithm; more specifically, we refer to the number of vertex computations, e.g., CRACKER executes two steps per iteration;

**MESSAGE NUMBER**: measures the total number of messages sent between the map and reduce jobs;

**MESSAGE VOLUME**: measures the total size of the messages sent between the map and reduce jobs, in terms of number of vertex identifiers contained in a message.
A. Performance on synthetic datasets

We generated several artificial datasets by varying their basic features in order to analyse the behaviour of the algorithms in different scenarios. We discuss CRACKER performance varying the diameter of CCs, the graph scale, and the number of CC in the graph.

1) Varying diameters of CCs: We evaluated how CRACKER is affected by the diameter of CCs in the graph. To this end, we generated 21 datasets, characterised by different average diameter of its components. Each dataset was generated as a concatenation of Erdos-Renyi random graphs generated with the Snap library [21]. By concatenating them we obtained graphs with arbitrary diameter. Each dataset consists of 1,000,000 vertices and 10 connected components, with (approximately) the same diameter (in the range [11, 108]) and composed of approximately 100,000 vertices each.

Figure 3a shows that the diameter of the CCs in the graph has only a marginal effect w.r.t. the TIME metric in all algorithms but PEGASUS, whose performance degrades linearly. All the other algorithms have similar running time, with CRACKER being more efficient in graphs with small diameter. The STEPS metric has a similar behaviour as depicted in Figure 3d. In this case, the number of steps required by CRACKER is larger than the best competitors. In spite of this, CRACKER is the approach that requires the least amount of data to be exchanged, as shown in Figure 3g. This is due to the effective pruning strategy which removes nodes and any related communication cost.

2) Varying graph scale: We obtain graph of different scales by varying the overall size of the artificial graph but keeping fixed the ratio of each component size to graph size. Each random graph is made of 10 connected components, each one approximately of the same size. We built 7 different datasets having connected components in the size range $[10 \cdot 10^3, 640 \cdot 10^3]$. The overall graphs have a total number of vertices in the range $[100 \cdot 10^3, 6.4 \cdot 10^6]$. These datasets have been generated with an approximately constant CCs diameters (in the range [20, 24]). Figure 3b shows the results we obtained with respect to the TIME metric. When scale is small CRACKER performs slightly worse than the other approaches. Conversely, when the size of the graph reaches 6.4M vertices, CRACKER requires less than one third of the time spent by PEGASUS and HASH-TO-MIN, and less than half of the time required by CCF and CCMR. In fact, the slope of the CRACKER TIME curve is lower than other algorithms, suggesting better scalability. From the viewpoint of the STEPS metric, the algorithms are either not affected or only slightly affected by changes in the scale (see Figure 3e). Note that also in this case we can see significant differences in terms of MESSAGE VOLUME, as shown in Figure 3h.

3) Varying the number of CCs: To evaluate the performance of CRACKER with a variable number of connected components we built 7 different random graphs, all having approximately 5,000,000 vertices, but with a 8, 16, 32, 63, 125, 250 and 500 CCs respectively. The graphs have similar diameter in the range [27, 33]. CRACKER is the less affected algorithm when varying the number of CCs. CRACKER is about twice as fast as any other algorithms, as shown in Figure 3c. This gap is even larger when the number of CC is small, and therefore their size increases. Figure 3f reports similar results to the previous experiment. Finally, Figure 3i confirms the efficiency of CRACKER in terms of MESSAGE VOLUME metrics.

In conclusion, CRACKER showed to be the most efficient
algorithm in most of the experiments with synthetic graphs. This gap increases when scalability to large graphs is a relevant issue, i.e., when increasing the number and size of CCs. It requires more steps than other algorithms, however, this does not affect the overall running time of the algorithm. Indeed, CRACKER is capable to significantly reduce the graph size at each iteration, thus reducing the number and volume of messages exchanged.

B. Performance on real-world datasets

All the datasets used in our experiments are publicly available. Table I reports the main features of such datasets. The datasets have been properly chosen to build a comprehensive scenario to generalise as much as possible the empirical evaluation of CRACKER. In the following, we differentiate the datasets considering two features: the diameter of the graph and its \( \beta \)-index, i.e. the ratio of the number of vertices to the number of edges.

1) Road Networks: The first class of datasets contains the road system of two countries: Italy and California. The dataset of Italy has been generated from the data harvested by Geofabrik which collects data from the Open Street Map project. Italy is characterised by a very large connected component covering the 75% of the entire graph and a large number of smaller CC. The California dataset has been downloaded from Snap.

Road networks graphs are characterised by large \( \beta \)-index and diameter. Table II presents in a comparative manner the results achieved by CRACKER, CCF, HASH-TO-MIN, CCMR. PEGASUS was not reported because of excessive running time. Note that the results of CCMR for Italy refer to partial, not terminated, executions, due to out-of-memory errors happened during the computation. CRACKER clearly outperforms other algorithms: it runs between the 28% and the 75% faster than CCF and more than 75% faster than HASH-TO-MIN. Also concerning the MESSAGE NUMBER and MESSAGE VOLUME metrics, CRACKER exhibits the best performance, as it generates at least 20% less messages and 50% less message volume than any other algorithm on all datasets.

2) Social Networks: We considered the Flickr and YouTube datasets available from the Snap repository. Social network datasets are characterised by a small diameter, large node degree, and a large number of edges, with \( \beta < 0.35 \).

Also on these graphs CRACKER is the best performing algorithm as reported in Table II. CCF and HASH-TO-MIN are, respectively, at least 14% and 82% slower on every datasets. CCMR and PEGASUS show considerably worse performance. CCF is the best algorithm in terms of MESSAGE NUMBER metric, but CRACKER always generates a significantly smaller communication volume, with a reduction of at least 35%.

3) Web Graphs: We conducted experiments on the Skitter dataset, representing the structure of the Internet topology graph taken by running daily the traceroutes command in

2005. As reported in Table II, the performance of CRACKER are similar to that observed on social network datasets. CRACKER is the fastest algorithm and it also generates the smallest traffic volume.

4) Biological dataset: In the PPI-All dataset, the vertices correspond to protein and edges correspond to interactions between them thus forming a protein network. Among those considered, PPI-All is the dataset with the largest number edges (665 millions), but it has a small diameter (4). As shown in Table II, HASH-TO-MIN is the best competitor to CRACKER, which is still the best performing. In this case HASH-TO-MIN is the nearer competitor due to the characteristic of the dataset: a small diameter and the largest CC of just 36K nodes approximately.

C. Scalability

This section evaluates how CRACKER scales, in terms of the TIME metric when increasing the number of computational resources. Scalability is an important feature for CRACKER, since it has been conceived, designed and implemented to target distributed computing environments.

We run the scalability experiments on all the real world dataset presented in Table I. All the dataset shown the same trend. Due to space constraints, here we show the result with Flickr (Figure 5) as representative. PEGASUS is the slowest algorithm, but it has the best improvement factor of 3.45x with quadruple computational power. CRACKER exhibits similar behaviour to other algorithms with a 3x improvement, but it is always the fastest algorithm.

D. Node pruning

The ability of prune nodes from the computation is one of the key features of CRACKER. Indeed, CRACKER selectively exploits only the vertices that are required for finding the connected components in the input graph. We evaluate node pruning by considering the simplification degree, defined as the percentage of active nodes during the various steps of computation. Figure 4 shows that the Pruning Step significantly reduces the number of active nodes on every dataset. It interesting to note how after the third step all the graphs are below their 50% size, and most of them below the 10%. Dealing with a graph an order of size less with respect to the original size is what allows CRACKER to achieve lower completion time when compared to the other approaches.

E. Discussion

From the empirical evidence presented, we can conclude that CRACKER resulted to be the fastest algorithm of its class both when used on real-world and synthetic datasets. The wide spectrum of datasets analysed reveals that the pruning mechanism is effective and let CRACKER to outperform the existing state-of-the-art solutions, especially with respect to the TIME and MESSAGE VOLUME metrics. CRACKER revealed to be a very flexible solution, resulting the most efficient solution both when the largest CC is near the dimension of the entire graph and when it is of smaller size. In addition,
the performance of CRACKER are marginally affected by the diameter of the graph. In datasets with a high average degree, CCF achieves the better results in term of MESSAGE NUMBER. However, even in those cases, CRACKER confirmed to be the fastest algorithm.

V. CONCLUSION

In this paper we presented CRACKER, a distributed algorithm for finding connected components in large graphs targeting large distributed computing platforms. CRACKER is organised in two main phases. The first phase consists in an iterative process devoted to CCs identification and graph pruning. The second phase labels each node with the id of the CC it belongs to. We implemented CRACKER and other state-of-the-art approaches to evaluate their performance by means of a comprehensive set of experiments. The experiments have been conducted on a wide spectrum of both synthetic and real-world data. In all the experiments CRACKER proved to be a very effective and fast solution for finding CCs in large graphs. In terms of time, CRACKER outperforms its competitors in every dataset used, with the best competitor being from 9% to 75% slower. In addition, CRACKER obtained the least message volume among all the competitors. As a future work we plan to conduct a comprehensive analysis on the factors (e.g., diameter, denseness, etc.) that impact both on simplification mechanism and completion time as well. In this paper we give a preliminary evaluation of the scalability of our approach varying the amount of computing resources from 1 to 4 machines (4 to 16 cores). We plan to further test the scalability of CRACKER when using hundreds of machines.
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